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Abstract: This article presents a study on the creation of an emotional lexicon of the Uzbek
language, taking into account its cultural and linguistic specificities. The emotional vocabulary
of Uzbek reflects a complex interplay between language, national identity, and collective
emotional experience. The purpose of the research is to develop a culturally sensitive
framework for identifying and categorizing emotional expressions in Uzbek across diverse
communicative contexts. The study analyzes a wide range of traditional sources, including
folklore, proverbs, and classical literature, alongside modern discourse materials such as media
texts, online forums, and social networks. Particular attention is given to dialectal variations and
culturally embedded connotations, such as the double meaning of words like “achchiq” (bitter
taste and emotional bitterness) and “suyanmoq” (physical leaning and emotional reliance).
Methodologically, the research integrates corpus linguistics, sociolinguistic surveys, and Al-
based sentiment analysis to ensure both empirical validity and cultural depth. As a result, the
study proposes a prototype of an Uzbek emotional lexicon that captures emotional polarity,
intensity, and contextual usage. The practical applications of this lexicon include improving
human-computer interaction (e.g., chatbots), enriching language learning tools, and supporting
sociolinguistic and affective computing research. The findings underscore the necessity of a
standardized, culturally informed affective lexicon in Uzbek for preserving linguistic richness
and enhancing emotional nuance in digital communication. This work contributes to the broader
field of Turkic affective linguistics and emphasizes the importance of integrating cultural
semantics into computational models.
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1. Introduction

The emotional richness of the Uzbek language is closely related to its national culture,
historical development and social structure. The development of linguistics in recent years has
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shown that the study of emotional lexicon is an important direction not only for linguistic, but also
for anthropological, psychological and cultural research. The subtle nuances of expressing emotions
in the Uzbek language, in particular emotional expressions reflected in folklore, classical literature
and modern speech samples, play a key role in understanding the complex system of the
language [1].

In the conditions of modern technological development, the importance of creating
emotional dictionaries is increasing. Artificial intelligence systems, virtual assistants and automatic
translation programs must have the ability to correctly interpret and process human emotions. An
emotional dictionary for the Uzbek language will not only improve language services, but also
allow for the preservation and promotion of national cultural heritage in digital format. In this
regard, folk oral creativity, dialects and modern texts can serve as a wide source.

The creation of an emotional dictionary of the Uzbek language is directly related to the tasks
of natural language processing (NLP). Modern Al systems, such as BERT and GPT, require
culturally adapted lexicons to improve the interpretation of emotions. Integration of the dictionary
into NLP frameworks (e.g., Hugging Face, spaCy) will allow for the automation of sentiment
analysis in social media and chatbots, which is especially relevant for Turkic languages, which
remain underrepresented in global NLP models.

This study aims to systematically study the emotional lexicon of the Uzbek language,
identify its semantic areas, and develop ways to apply them in practice. Corpus linguistics methods,
questionnaires, and discourse analysis are used for the study. The resulting data can serve as a basis
for various interdisciplinary studies not only in the field of linguistics, but also in psychology,
pedagogy, and information technology. The ultimate goal of the study is to create a practical tool
that will help understand the system of emotional expressions of the Uzbek language and allow it to
be combined with modern technologies [2, 3].

2. Emotional Lexicon and Cultural Connection

When talking about the verb "to fear" in Uzbek, it is first necessary to understand its
grammatical aspects. This verb is used in the present tense in the forms "to fear", in the past tense in
the form "to fear", and in the repeated action in the form "to fear". From a linguistic point of view,
the verb "to fear" has a number of synonyms, such as "to panic", "to be afraid", "to tremble", which
indicates the richness of the emotional lexicon of the Uzbek language [4].

Culturally, the verb "to fear" can have different meanings in different contexts. For example,
in the religious sphere, the expression "to fear God" expresses piety, and in family relations, "to fear
parents" expresses respect and reverence. This shows us that the verb includes not only simple fear,
but also important concepts such as respect and responsibility [5].

There are interesting regional differences in the use of the verb "to be afraid". In the
Tashkent dialect, people say "to be afraid," while in the Samarkand dialect, the form "to be afraid"
1s more common. In the Fergana Valley, the expression "to be frightened" is more common. These
differences help to better understand the regional diversity of the Uzbek language [6].

There are also interesting differences in the use of this verb by the younger generation and
older people. Surveys show that young people aged 18-25 use the verb "to be afraid" in a negative
sense 73% of the time, while adults over 45 use it in a respectful sense 68% of the time. This
difference clearly reflects the difference in values between generations [7, 8].

This verb is widely used in Uzbek literature. Abdulla Qodiriy used this verb in his work
"Fear of the Father", Oybek in "Fear of the Teacher", and Alisher Navoi in his work "Fear of
God"[9]. In our time, new contexts are emerging: expressions such as "to be afraid of COVID", "to
be afraid of inflation" or "to be afraid of artificial intelligence" are becoming widespread.

An interesting fact is that the verb "to be afraid" differs from its analogues in other
languages. For example, in Russian "6osThcs" has a mainly negative meaning, while in English "to
fear" is used more in the sense of anxiety. In Uzbek, "to be afraid" has both positive and negative
meanings [10].
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In practical terms, the study of this verb is important in various fields, from language
teaching methodologies to artificial intelligence programs. The correct interpretation of this verb is
also of great importance in psychological counseling and intercultural communication.

In conclusion, the verb "to fear" is an important part of the complex emotional lexicon of the
Uzbek language, and its full study requires an interdisciplinary approach from linguistics, cultural
studies, psychology and other disciplines. Through this verb, one can understand not only the
specific features of the language, but also Uzbek national values and worldview.

3. Analysis of Emotional Expressions in the Uzbek Language

The system of emotional expressions in the Uzbek language has a complex structure that
reflects subtle nuances and a rich cultural heritage. To analyze the means of expressing emotions in
our language, it is important to consider the following aspects:

1. Lexical-semantic level

Emotions in the Uzbek language are mainly:

*  Special emotional vocabulary ("quvonmoq" — to rejoice, "xafalomok" — to be sad,
"hayajonlanmoq" — to be excited).

*  Variable meaning words ("yurak yonmoq" — to grieve deeply).

*  Phraseological units ("ko‘ngli to‘ldi" — to feel spiritually satisfied) [10].

2. Cultural connotations

Each emotional expression carries deep cultural meanings:

*  "Sabr qilmoq" — not only endurance, but also a moral virtue.

"Uyat qilmoq" — a sense of social responsibility.
"Mehr-muhabbat" — not just love, but a broad social relationship.
3. Grammatical expression methods
Intensifying adverbs ("juda xursand" — very happy, " qattiq xafa" — very sad).
Repetitive forms ("qo‘rqib-qo‘rqib yurmoq" — walking in fear).
Modal words ("afsuski" — unfortunately, " shubhasiz" — without a doubt).
4. Dialectal differences
In Tashkent dialect: "Zo'r!" — amazement.
In Bukhara dialect: "G*ash bo‘ldim" — sadness.
In Fergana dialect: "Dildiramoq" — fear[11].
. Reflection in literature
In classical literature: "hasrat", "firoq" in Navoi's lyrics.
* In modern literature: "Tears behind the camera" (subtle emotion) [12].
6. Psycholinguistic aspects
*  Women's greater use of emotional vocabulary compared to men.
The tendency of the younger generation to express emotions more briefly [13].
7. Practical significance
* In language teaching methodologies.
* In intercultural communication.
In the development of artificial intelligence programs.

Studying the system of emotional expressions in the Uzbek language provides valuable
information not only for linguistics, but also for the fields of psychology, cultural studies and
anthropology. The following measures are important to preserve and develop this rich aspect of our
language:

1. Systematic registration of emotional lexicon.

2. Integration with modern technologies.

3. Proper teaching of the younger generation.

These studies are an important step towards preserving and developing the richness of the
Uzbek language.

9]
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4. Methodology for Creating an Emotional Dictionary

The methodology of this study is based on an integrative Al-driven framework that
combines corpus linguistics, sociolinguistic surveys, and automated sentiment analysis. Each of
these components plays a distinct yet complementary role in building a culturally-aware emotional
dictionary for the Uzbek language.

1.1 Corpus Linguistics Component

A representative linguistic corpus was constructed from various text sources, including
classical Uzbek literature, folklore, proverbs, journalistic texts, and user-generated content from
social networks. The corpus was annotated manually and semi-automatically to extract emotional
expressions and their contextual usage. The goal of this component was to identify frequently
occurring emotional terms, figurative language, and culturally specific semantic patterns.

1.2 Sociolinguistic Surveys

To validate the emotional polarity and connotation of the expressions found in the corpus,
sociolinguistic surveys were conducted among native Uzbek speakers from diverse age, regional,
and professional backgrounds. These surveys allowed us to capture variations in the emotional
interpretation of specific words or phrases, such as regional dialectal meanings or culturally bound
metaphorical uses (e.g., “achchiq” meaning both ‘bitter taste’ and ‘emotional bitterness’).

1.3 Automated Sentiment Analysis

An emotion classification model was trained using annotated corpus data. We experimented
with multiple architectures, including SVM, LSTM, and BERT-based models. The model was fine-
tuned to recognize emotion dimensions such as polarity (positive/negative), intensity, and
contextual emotional shifts. The goal was to create a reliable automated tool capable of identifying
emotions in real-time Uzbek text, including social media content and chat-based interactions.

By combining these three components, the methodology ensures both cultural sensitivity
and linguistic precision. The triangulation of data sources and techniques contributes to the validity
and applicability of the emotional dictionary in real-world Al tasks, such as chatbot development
and emotion-aware language teaching tools.

1. Corpus Analysis

The main step in creating a dictionary is to collect emotional lexicon from various sources.
The corpus includes 500 works of art (volume: 2 million tokens), 1 year of media texts (thousand
articles), 100 hours of audio recordings of oral speech (transcribed into 10 thousand sentences),
2000 social posts (selected by frequency of use of emotional markers). Selection criteria: frequency
(>0.01% in the corpus), contextual variability, cultural relevance.

2. Semantic Classification

The collected materials are systematized in the following way:

8 main emotional categories are distinguished:

Joy (28%)
Sadness (22%)
Anger (18%)
Fear (12%)
Surprise (10%)
Hope (6%)
Hatred (3%)
8. Fantasies (1%)
3. Contextual Analysis
For each lexical unit:
* Atleast 3 examples of use in different contexts are given.
*  Formal and informal style differences are shown.
*  Comparison with 5 closest synonymes.
*  For each entry An emotional intensity index is given on a scale of 1-10 [14].

NNk Wb =
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4. Identifying Cultural Nuances
Characteristics of Uzbek culture:

* "Sadness" — sadness as a result of external factors.

* "Longing" — the continuity of internal experiences.

*  "Bitter" — not only in the sense of taste, but also sadness.

* "Tolean" — not only physical, but also spiritual support [15].
Additional Methodological Recommendations:

*  Show dialectal variants for each word.

*  Separately identify youth slang and argot expressions.

*  Update the dictionary every 6 months.

* Introduce a mechanism for taking into account user suggestions [16].
The dictionary prepared on the basis of this methodology covers not only linguistic, but also
psychological, cultural and social aspects. The participation of various specialists at each stage and

a multifaceted approach ensure the quality and reliability of the result [17].

5. Mathematical Model

In this study, we developed a mathematical model for determining the emotional tone of
texts written in Uzbek. The model is based primarily on named entities (NE) and an emotional

lexicon. The model consists of the following main elements[18]:

5.1. Text Representation
Given text:
T={w,w,,...,w,}

where w; represents the words in the text, and n is the total number of words in the text.

5.2. Named Entity Extraction
The set of named entities in the text:
NE={e, e, ..., e

where e; represents the identified named entities (persons, places, organizations, times, etc.).

5.3. Emotional Scoring Function
For each word, we define an emotional score function:

’ +1, if w, is a positive word,
f(@,-) —1, if w, is a negative word,
0, otherwise

5.4. Tonality Index Calculation
The overall tonality score (TS — Tonal Score) is:

IS (D=2 fle).

5.5. Contextual Tonality Model
If a named entity influences the emotional tone in context, an additional
context weight is added:

CTS () = Zl f(coi)+; a;xg(e;),

where:
a; 1s the contextual weight coefficient for the named entity,
g(e; ) 1s the emotional score related to the entity e;.
6. Decision Making
The overall tonality of the text is determined as follows:
Positive if CTS(T)>6,
Sentiment(7) = { Negative, if CTS|T|<—6,
Neutral , otherwise.
where 9 is the neutrality threshold (e.g., 6 = 3).

Example: for the sentence COVIDdan qo 'rqib, bolalarni maktabga yubormadim (Fearing

COVID, I didn't send my children to school):
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1.  Words: go 'rqib (-1), maktab (0), COVID (-1, a = 1.5).

2. TS=-1+0+(-1)=-2.

3. CTS=-2+(1.5%-1)=-3.5.

At 0 = 3, tonality: Negative.

Comparison with peers: the model outperforms VADER in accuracy for Uzbek texts (F1-
score: 0.82 vs. 0.65) due to the inclusion of cultural connotations (e.g., "suyanmoq"). Unlike
Word2Vec, our model interprets emotional polarity without depending on vector representations.

Added metrics: the accuracy of the model was tested on a dataset of 500 annotated
sentences. Results: Accuracy=85%, FIl-score=0.81 (Precision=0.83, Recall=0.79). Confusion
matrix showed that 12% of errors are due to dialectal variations.

Practical Application: integration with NLP Tools in Figure 1 — The dictionary is integrated
into spaCy via a custom pipeline. Example of use:

nlp = spacy.load("uz_core_news_sm")
nlp.add_pipe("emotional_analyzer", config={"lexicon_path": "uz_emotion.json"})
doc = nlp("Hayotdagi giyinchiliklar meni xafa gilmogda.™)
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print(doc._.emotional_score) # Output: {'Sadness’': 8, '"Anger':

Fig. 1. Python code

5. Practical Application: AI and Use in Linguistics

Application in Chatbots and Virtual Assistants

The emotional dictionary in the Uzbek language significantly improves the performance of
Al assistants. Recent studies have shown that chatbots using the dictionary can understand the
emotions in user requests with 85% accuracy. This dramatically improves the quality of
communication with customers and leads to an average increase in customer satisfaction for
companies by 40%. Some of the recent developments involve infusing Al models with a more
nuanced emotional vocabulary. This enables chatbots to detect emotions at a level of 85%, which is
much more than in earlier models. With the capacity to sense the gradations of emotional intensity
from context, Al can be more empathetic in its responses. For instance, Al models are now able to
differentiate between a mundane complaint and an emotionally driven one, providing personalized
support.

Sentiment Analysis and Social Media Monitoring

Analysis systems using the emotional dictionary automatically scan more than 15 thousand
social media posts per day. The system can identify 7 main types of emotions (joy, anger, surprise,
sadness, etc.). For brands, this opportunity allows them to monitor customer moods in real time and
take quick action when necessary. Sentiment analysis technique now not only detects positive,
negative, and neutral sentiments, but also to quantify how strong a particular expression is on a
scale of 1 to 10. This means Al systems can now more effectively gauge the emotional weight of
public posts, something that has proved handy in social media monitoring and brand sentiment
analysis. It now processes more than 15,000 social media posts a day, identifying complex emotions
such as anger or joy more accurately

Importance in Language Learning Programs

For foreign language learners, interactive programs based on emotional vocabulary allow for
a more accurate assessment of the emotional aspects of students' speech. In particular, in
conversations held in a virtual environment, the system can better assess the student's ability to
express emotions by 60%. This significantly increases the effectiveness of language learning. The
use of an emotional dictionary in Al language learning software has enhanced the evaluation of
emotional expression. Through sentiment analysis, Al is now able to evaluate the emotional
expression capability of the students during a conversation. For example, the speech activity of the
students was enhanced by 35% and shows that emotional expression and comprehension are
essential elements in language learning.
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Innovative Developments

In recent years, emotional vocabulary has been combined with new technologies. In
particular, using a special algorithm developed for voice assistants, artificial intelligence can imitate
emotional intonations in the human voice with 90% accuracy. Systems that analyze facial
expressions are being developed in video conversations.

Future Prospects

In 2024-2025, it is planned to use emotional vocabulary in the meta-verse environment. This
will ensure that people can communicate fully in the virtual world. Systems are also being
developed that integrate with neuro-linguistics and analyze language, voice, and facial expressions
simultaneously in real time [19, 20].

6. Generalization Possibilities (Cross-linguistic Generalization)

Although the present study focuses exclusively on the Uzbek language, the proposed
methodology has been intentionally designed to allow for cross-linguistic adaptability. The
emotional lexicon construction process, which combines corpus linguistics, sociolinguistic
validation, and Al-powered sentiment analysis, can be extended to other low-resource languages,
particularly those within the Turkic language family (e.g., Kazakh, Kyrgyz, Turkmen) and
culturally related languages such as Tajik and Persian.

The approach is modular: each component — linguistic corpus collection, cultural
interpretation via surveys, and computational modeling — can be tailored to the specific linguistic
and cultural features of a target language. While lexical expressions of emotion may differ, many
emotional constructs (e.g., pride, shame, affection, bitterness) are conceptually universal and can be
mapped using culturally grounded annotation schemes.

Moreover, since the sentiment analysis pipeline leverages transfer learning and contextual
embeddings (e.g., BERT), fine-tuning the model for another language would primarily require the
availability of a relevant corpus and culturally appropriate annotation. This opens the door to
building a multilingual emotional dictionary framework, which could have widespread applications
in cross-cultural affective computing, multilingual chatbot design, language education tools, and
digital humanities research.

Future work should include comparative experiments across several Turkic and non-Turkic
languages to evaluate which emotional categories are transferable, which are culture-specific, and
how annotation strategies and model architectures must be adjusted accordingly.

7. Conclusion

This study proposed a culturally informed methodology for constructing an emotional
dictionary for the Uzbek language by integrating corpus linguistics, sociolinguistic surveys, and
sentiment analysis using Al models. The results demonstrate that this three-layered approach
enables the identification of culturally specific emotional expressions and connotations, including
dialectal nuances and metaphorical extensions.

The methodology's strength lies in its ability to account for the cultural-communicative
context of emotional language, which is essential for the development of natural language
processing tools such as emotion-aware chatbots and sentiment analysis engines tailored to Uzbek.
By analyzing both traditional sources (e.g., folklore, proverbs) and modern discourse (e.g., social
media, forums), the study ensures linguistic and contextual diversity.

Importantly, the proposed framework shows promise for generalization to other under-
resourced languages. The modular nature of the approach-comprising corpus creation, cultural
validation, and Al-based modeling allows for adaptation to languages with similar sociolinguistic
characteristics. Future research should focus on expanding this methodology to other Turkic and
neighboring languages and refining the annotation guidelines to enhance cross-linguistic
compatibility.
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In conclusion, this work contributes both theoretically and practically to the field of
affective computing and linguistic resource development. It offers a novel, culturally grounded
foundation for creating emotional lexicons in low-resource languages, paving the way for more
inclusive and culturally sensitive NLP applications.
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Co3nanne 3MOLHOHATBHOIO CJIOBAPA: Y4YeT KyJbTYPHO-A3bIKOBBIX 0COOCHHOCTEH
B. P. Caunos', B. b. bapaxuun'?

"HoBOCHOMPCKUI HAMOHAJILHBIN UCCIIEN0BATENBCKHUI TOCYIAPCTBEHHBIM YHUBEPCUTET
*MenepanbHBIA HCCIIENOBATENLCKUN IEHTP HHPOPMAILIMOHHBIX M BEIYMCIIMTEBHBIX TEXHOIOTUH

Annomayus: B craThe  NPEACTAaBICHO  MCCIEIOBAaHHME,  IOCBALMIEHHOE  CO3aHHIO
SMOLMOHATIBHOTO JIEKCMKOHA Y30€KCKOTO $3bIKa C€ YYETOM €ro KyJbTYpHO-SI3BIKOBBIX
0COOCHHOCTEl. OMOIMOHANBHAs JIEKCHMKAa  y30€KCKOTO  sI3bIKa  OTPakaeT  CIIOKHOE
B3aMMOJICHCTBHE MEXIy S3BIKOM, HAIWOHAJIBHOW WAEGHTUYHOCTBIO W  KOJUICKTHBHBIM
OMOIMOHATILHBEIM ONBITOM. Llenb uccienoBanus — pa3paboTaTh KyJIBTYPHO HyBCTBUTEIBHBIN
NOJXO0 K MACHTU(UKALMY U KJIACCU()UKAIMHA SYMOLHOHAILHBIX BBIPAKEHUH B Y30€KCKOM SI3bIKE
B Pa3IMYHBIX KOMMYHHKAaTHBHBIX KOHTEKCTaxX. B paboTe aHamm3upyroTcsi Kak TpaJWIMOHHEBIC
UCTOYHUKHU ((ONBKIOP, TOCIOBHUIBI, KIAacCHYECKas JHUTepaTypa), Tak H COBPEMCHHBIC
muckypeuBHble npaktukn (CMU, unaTepHer-Qopymsl, counansHble ceTH). Ocoboe BHUMaHUE
yIeNnseTcsl AUAICKTHBIM BapUaHTaM M KyJBTYPHO OOYyCIIOBICHHBIM KOHHOTALUSIM, HAlpuMep,
JIBOMHOMY 3HaueHHio cyioB «achchig» (ropekuii BKyC M ropeds Kak SMOLHS) M «SUyanmoag
(omopa ¢u3nueckas U HaJeKAa SMOLMOHAIBHAS). MeTOI0I0THs UCCIeJOBAHMS BKIIIOYAET TPU
KOMITOHEHTA: KOPITYCHYIO JMHTBUCTHKY, COIIMOJIMHI BUCTHYECKHUE OIIPOCHI "
aBTOMATHM3WPOBAHHBIA aHaMW3 ToHaJIbHOCTH Ha ©Oaze WM. Takoit moaxonm oGecmeumBaeT
SMIUPHYECKYI0 OOOCHOBaHHOCTh M KYJBTYpHYIO TINyOMHYy. B pesymbrate mpemaraercs
IPOTOTHIT  y30€KCKOTO AIMOIMOHAIBHOTO JICKCHKOHA, YYHTHIBAIOUIMN 3AMOLIMOHAIBHYIO
HOJIIPHOCTH, MHTCHCUBHOCTh M KOHTEKCTyanbHOE ynoTpebnenue. [Ipakrtuueckas 3HaAYMMOCTB
IPOEKTa CBA3aHA C YIYYIIEHHEM B3aUMOJCHCTBHS uenogex — Komnviomep (HaIpHMeEp, 4YaT-
0O0TBI), COBEPILECHCTBOBAHUEM CPEACTB MPENOJAaBaHUS S3bIKa M MOIJNEPKKOW HCCIICOBaHUN B
00JIaCTH COLMOJMHIBUCTUKH W a(EeKTHBHBIX BBIYMCICHHH. VccienoBaHne BHOCHT BKIIAJI B
pasBUTHE TIOPKCKOW a(p(PEKTHBHOW JIMHTBHCTHKM W TOAYEPKUBACT Ba)KHOCTh HWHTETPAIUU
KYJIETYPHOH CEMaHTHKH B BEIYMCIUTENbHBIE MOACTIH.

HccnenoBanre BBITONTHEHO B paMKaxX TOCYNApCTBEHHOTO 3ajaHus MUHHCTEPCTBA HAyKH H
BeICIIEro  oOpa3zoBanus  Poccuiickori ~ ®eneparmuun s DenepanbHOro  HAy4HO-
HCCIIEZIOBATENBCKOTO IIEHTPa MH()OPMAITMOHHBIX U BHIYHCIUTEIbHBIX TEXHOIOTHH.

Kniouesvie cnoéa: SMOLIMOHANBHBIA JIEKCUKOH, Y30€KCKUH SI3BIK, KYJIbTYPHO-S3BIKOBAs
cneun¢uKa, aHalu3 TOHAJIBHOCTH, KOPIyCHas JIMHTBUCTHKA, ap(EeKTHBHAs CEMaHTHUKA,
JeKcUKorpadus, KOMIbIOTEPHAS JINHTBUCTHUKA/

Jna yumuposanus: Caunos b. P., bapaxuun B. b. Co3nanue sMOLMOHAIBHOTO CIOBaps: y4yeT
KyJIBTYPHO-3BIKOBBIX ocoOenHocTel // Bectauk Cubl'YTU. 2025. T. 19, Ne 4. C. 17-26.
https://doi.org/10.55648/1998-6920-2025-19-4-17-26.
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