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Abstract: This paper presents a comparative analysis of machine learning (SVM), deep learning
(LSTM), and transformer-based (BERT) models for sentiment classification in Uzbek texts,
enhanced by Named Entity Recognition (NER). The study addresses the challenge of accurately
detecting sentiment in morphologically complex languages with limited resources, focusing on
Uzbek—a Turkic language with rich agglutinative structures. A dataset of 10,000 user-generated
comments from social platforms was annotated using a hybrid approach: manual labeling for
sentiment (positive, negative, neutral) and a CRF-based NER system to identify entities (e.g.,
brands, locations, public figures). The integration of NER features aimed to resolve contextual
ambiguities, such as distinguishing between "I love Samarkand’s history" (positive) and
"Samarkand’s traffic is unbearable" (negative). Experimental results demonstrate that BERT,
fine-tuned on Uzbek text, achieved the highest accuracy (90.2%) by leveraging contextualized
embeddings to align entities with sentiment. LSTM showed competitive performance (85.1%)
in sequential pattern learning but required extensive training data. SVM, while computationally
efficient, lagged at 78.3% accuracy due to its inability to capture nuanced linguistic
dependencies. The findings emphasize the critical role of NER in low-resource languages for
disambiguating sentiment triggers and propose practical guidelines for deploying BERT in real-
world applications, such as customer feedback analysis. Limitations, including data scarcity and
computational costs, are discussed to inform future research on optimizing lightweight models
for Uzbek NLP tasks.
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1. Introduction

In the modern digital world, the volume of textual data is increasing dramatically. In
particular, social networks, online comments and customer feedback are collected on a large scale,
and their automatic analysis plays an important role in the social sphere, marketing and decision-
making processes. The field of sentiment analysis in the Uzbek language is particularly challenging:
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the complex adjectival structure of the language, the abundance of morphological changes and the
limited resources (e.g., corpora, pre-trained models) make accurate analysis difficult. In such
conditions, technologies such as Named Object Recognition (NER) [1] can play a crucial role in
understanding the emotional context. For example, in the sentences Samarqand me'morchiligi
hayratlanarli — Samarkand architecture is amazing and Samargand yo ‘llari eski — The roads in
Samarkand are old, although the object Samarkand is the same, the first case expresses a positive
feeling, and the second case expresses a negative one.

To date, work on sentiment analysis in Uzbek has been limited to simple statistical methods
(e.g., SVM [2]) or rule-based systems (Kholmirzayev, 2021). However, modern approaches such as
deep learning and transform models (BERT [3]) promise more accurate results for complex
languages. At the same time, there is almost no research on the application of NER systems
integrated with sentiment analysis to Uzbek [4].

The main goal of this study is to compare the effectiveness of different models (SVM,
LSTM [5], BERT) in detecting sentiment in Uzbek texts using NER, taking into account the
context. The following issues were addressed:

1. What accuracy does a sentiment analysis system integrated with NER provide in
Uzbek?

2. Which model (SVM, LSTM, BERT) can be the most optimal solution in resource-
limited conditions?

3. How do errors in the NER system affect sentiment analysis?

The scientific novelty of the study is that for the first time in Uzbek, the effectiveness of
transformer models (BERT) combining NER and sentiment analysis has been experimentally
evaluated. The results contain valuable recommendations not only for the academic community, but
also for practical areas (for example, monitoring customer reviews).

The structure of the article is as follows: Section 2 describes the methodology and data set,
Section 3 analyzes the experimental results, and Section 4 indicates directions for future work.

2. Main Sections
2.1. Data Collection and Pre-Processing
2.1.1. Data Collection and Annotation

10,000 Uzbek text comments were collected for the study from social media (Twitter,
Facebook, Telegram) and e-commerce sites. The data were selected based on the following criteria:
1. Topic diversification: various sectors (restaurants, tourism, technology, culture).

2. Sentiment balance: positive (50%), negative (30%), neutral (20%) — this distribution
was adjusted to the ratio naturally observed in social media.

3. Annotation process: manual tagging by 3 linguists. Each comment was checked by 2
experts, and disagreements were resolved by a 3rd expert.

Due to the lack of neutral class samples, representatives of this class were artificially
increased and balance was maintained using the SMOTE oversampling technique. Each annotation
was independently rated by two experts. In cases of disagreement between raters (12% of cases), a
third expert made the final decision. The inter-annotator agreement coefficient was calculated using
Cohen’s Kappa and was 0.82, indicating a high level of agreement.

2.1.2. Named Object Recognition (NER (Named Entity Recognition))

The CRF (Conditional Random Fields) [6] model was used to create the NER. The open-
source dataset of the UzNER [7] project was used to train the model, which included the following:

LOC (Places): 5,000 examples (‘Karakalpakstan’, ‘Khiva Castle’).

PER (Persons): 3,000 examples (‘Zahiriddin Muhammad Babur’, ‘Tohir Malik’).
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ORG (Organizations): 2,000 examples (‘Uzbekistan Airways’, ‘Alogabank’).
The model's performance was evaluated based on the CoNLL-2003 metric [8]:
Precision: 92%
Recall: 87%
F1-Score: 89.5%

2.1.3. Text Cleaning and Normalization

Cleaning:

1. HTML tags, emojis, URLs were removed.

2. Duplicate characters (‘yakhshiiii’ — ‘yakhshi’) were corrected using regex.

Tokenization: the Stanza library was used to morphologically separate Uzbek words (e.g.,
‘0'qidim’ — ‘o'qi’ + ‘di’ + ‘m’).

Lemmatization: a Uzbek morphological analyzer was created to identify the lemmas of
words (e.g., ‘kitoblarimizda’ — ‘kitob’).

2.2. Models and Their Architecture
2.2.1. SVM (Support Vector Machine)

Feature Engineering:

1. TF-IDF Vectorization: based on unigrams and bigrams (max_features=10,000).

2. NER Tags: each feature type (LOC, PER, ORG) is encoded as a separate binary vector.
Optimal Parameters:

1. C parameter: 1.5 (selected via GridSearch).

2. Kernel: linear (for linear separability).

Advantages:

1. Low resource requirements (5 minutes training).

2. Efficient on small datasets.

2.2.2. LSTM (Long Short-Term Memory)

Model Architecture [9]:

1. Input Layer: 300-dimensional FastText embeddings (for Uzbek words) [10].

2. LSTM Layers: 2 layers (128 and 64 neurons), Dropout (0.3) after each layer.

3. NER Integration: a NER tag (e.g. LOC=1, PER=2) was added for each token via a
separate embedding layer.

Training Parameters:

1. Optimizer: adam (learning_rate=0.001).

2. Loss: categorical Cross-Entropy.

3. Epochs: 50 (with early stopping).

2.2.3. BERT (Bidirectional Encoder Representations)

Model Configuration:

Base Model: starting from bert-base-multilingual-cased, fine-tuned with Uzbek data (10,000
sentences) [11].

Special Tokens: Added [LOC], [PER], [ORG] tokens for NER tags [12].

Input Format:

‘[CLS] Samarganddagi [LOC] me'morchilik ajoyib [SEP]

Fine-tuning Details:

1) GPU: NVIDIA V100 (16 GB RAM).

2) Batch Size: 16.
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3) Learning Rate: 2e-5 (over 3 epochs).

During fine-tuning, the last four encoder layers of BERT were unfrozen, while earlier layers
remained frozen to prevent overfitting due to limited data. We employed early stopping with
patience set to 3 epochs and used a weight decay rate of 0.01 to regularize the model. Dropout
(rate=0.1) was applied to the final classification head.

In addition to the multilingual BERT model, we also explored the use of domain-specific
models such as UzBERT, which is pretrained on Uzbek corpora. Although UzBERT demonstrated
slightly better performance on in-domain texts, we focused on bert-base-multilingual-cased for
better reproducibility and resource compatibility. In future work, we plan to experiment with
lightweight models like TinyBERT and DistilBERT to reduce inference time while maintaining
competitive accuracy.

2.3. Experimental Results and Analysis
2.3.1. Evaluation Metrics

Key Indicators:

Table I below compares the performance of SVM, LSTM, and BERT models in emotion
classification based on NER in Uzbek texts. The following is an analysis of each metric and the
results:

Table I. Performance Comparison of SVM, LSTM, and BERT Models in Sentiment Analysis:
Metrics of Accuracy, F1-Score, Precision, and Recall

Model Accuracy F1-Score Precision Recall
SVM 78.3% 0.75 0.76 0.74
LSTM 85.1% 0.82 0.83 0.81
BERT 90.2% 0.89 0.91 0.87

The results of the study show that transformer models (e.g. BERT) show the highest
efficiency in classifying emotions in Uzbek texts in combination with NER. The main reason for
this is the ability to deeply learn the context and identify the relationships between objects and
emotions. LSTM based on deep learning gives good results in sequence analysis, but its efficiency
depends on the size of the data and resource requirements. SVM, on the other hand, can be used as a
starting solution due to its simple structure and fast operation, but it does not cover complex
linguistic aspects. The integration of the NER system improves the contextual interpretation of
emotions for all models, especially in object-oriented reviews (for example, opinions related to
product or place names). In practice, it is recommended to choose BERT, if resources are limited,
LSTM is also a viable alternative.

2.3.2. Impact of NER

While this study uses standard NER tagging integrated via special tokens, more advanced
techniques such as entity-aware attention mechanisms or external knowledge graphs can potentially
improve the model’s ability to interpret entity-specific sentiment. Future work may consider
incorporating such mechanisms to better disambiguate relationships between entities and emotional
expressions.

Positive Impact:

1) The BERT model with NER (NAMED ENTITY RECOGNITION) tags showed 7%
higher accuracy.
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2) Example: Navoiy teatri ajoyib — [ORG] tag identified Navoiy as an organization, more
accurately linking the sentiment.

Negative Impact:

NER errors (identifying Chorsu as [LOC] instead of [ORG]) reduced the F1-score by 2%.

To assess the true impact of NER integration, we compared each model's performance with
and without NER features. Table IV presents accuracy and Fl-scores for models without NER
tagging. For instance, BERT's Fl-score dropped from 0.89 to 0.81 when NER was removed,
demonstrating the critical role that named entities play in context-sensitive sentiment classification.
The drop was more significant for LSTM (from 0.82 to 0.75), as its sequential nature relies heavily
on such semantic cues.

2.4. Limitations and Future Work

Limitations:

1. The dataset is not extensive (e.g., there are few neutral comments).

2. High-performance GPUs are required to train BERT.

Future Directions:

1. Uzbek BERT: build a pre-trained model with more data.

2. Dynamic NER: A system that automatically learns new objects over time.

The main limitation of the BERT model is its high computational power requirement. It
requires at least 16 GB of GPU to train the model, which makes it difficult to use in practical
environments with resource constraints. Therefore, it is recommended to switch to lightweight
models such as TinyBERT or DistilBERT.

To ensure reproducibility, we plan to publicly release the annotated dataset and the
implementation code on a GitHub repository, subject to institutional approval. This will allow other
researchers to replicate and extend our results for further exploration of sentiment analysis in
Uzbek.

To overcome the data scarcity challenge, future work should explore data augmentation
techniques, such as synthetic data generation via large language models (LLMs) or active learning
strategies. Such methods could help scale annotated corpora without incurring excessive manual
labeling costs.

Model Architecture Diagram

Figure 1. model architecture presents a comparative overview of three different natural
language processing (NLP) models used for sentiment classification: SVM, LSTM, and BERT.
Each model follows a unique pipeline consisting of input preparation, processing layers, and output
classification.
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Fig. 1. Model Architecture Diagram

SVM (Support Vector Machine)

Input: cleaned and tokenized text.

Processing:

1. TF-IDF Vectorization: the input text is transformed into numerical features using
unigram and bigram TF-IDF vectorization.

2. NER Tags Integration: NER tags such as LOC, PER, and ORG are added as binary-
coded features to enrich the feature space.

Output: the feature vector is passed to the SVM Classifier that predicts one of the three
sentiment classes: Positive, Negative, or Neutral.

LSTM (Long Short-Term Memory)

Input: tokenized text.

Processing:

1. FastText Embedding: the tokens are converted into 300-dimensional dense word vectors
using FastText embeddings.

2. NER Embedding Layer: named entity tags are embedded into a separate layer, assigning
each tag a specific numeric code to represent additional contextual information.

3. BiLSTM Layers: two Bidirectional LSTM layers (with 128 and 64 units respectively)
process the sequence of embeddings, capturing forward and backward contextual dependencies.

4. Dense Layer + Softmax: a dense layer followed by a softmax activation outputs
probabilities for the three sentiment classes.

Output: Final classification into Positive, Negative, or Neutral sentiment.

BERT (Bidirectional Encoder Representations from Transformers)

Input: tokenized text augmented with special tags for NER entities: [LOC], [PER], [ORG].

Processing:

1. BERT Encoder: the input is passed through a 12-layer transformer-based BERT
encoder, which generates deep contextual representations.

2. [CLS] Token Representation: the embedding for the special [CLS] token is extracted as
the representation for the entire input text.

3. Fine-Tuned Classification Head: a task-specific classification layer is fine-tuned on top
of BERT to perform sentiment classification.

Output: predicted sentiment label: Positive, Negative, or Neutral.
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All three models aim to perform the same task but vary in architecture and processing
complexity.

1. SVM uses traditional feature engineering with TF-IDF and binary NER tags.

2. LSTM incorporates word embeddings and sequence modeling through BiLSTM layers.

3. BERT utilizes a powerful transformer-based architecture to capture deep contextual
relationships within the text.

This modular and comparative structure helps in understanding how different models
approach the same NLP problem with varying degrees of sophistication and computational
requirements.

3. Experience and Results

3.1. Experience System and Evaluation Metrics

In this study, an experimental system was developed to test the model developed and an
approach based on statistical metrics was used to evaluate it. The parameters and evaluation
methods used in the experiment are described in detail below.

Data set and distribution — a specially selected set of text comments was used for the
experiment. The samples in this set were divided into three main categories: positive, negative, and
neutral. The data were distributed as follows:

1. Training set (80%) — 8,000 examples. At this stage, the model learns the basic
knowledge.

2. Validation set (10%) — 1,000 examples. This was used to tune the model, that is, to
choose hyperparameters.

3. Testset (10%) — 1,000 examples. This was used to evaluate the final performance of the
model.

The class ratio was as follows:

1. Positive — 50%

2. Negative —30%

3. Neutral — 20%

This relative imbalance, especially the lack of a neutral class, required the selection of
specific metrics for evaluation.

3.2. Evaluation Metrics

Several classical statistical metrics were used to objectively evaluate the model results. Each
metric indicates the degree to which the text class was correctly or incorrectly identified.

Accuracy: This is the ratio of the total number of correctly classified examples to the total
number of examples, and is calculated using the following formula:

TP+TN
TP+TN+FP+FN

Accuracy =

Here:

e TP (True Positive): examples that are correctly identified as positive;

e TN (True Negative): examples that are correctly identified as negative;

e FP (False Positive): examples that are actually negative or neutral but incorrectly
identified as positive;

e FN (False Negative): examples that are actually positive but incorrectly identified as
negative or neutral.
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Precision: this shows how many of the examples the model classifies as positive are actually
positive:
TP
TP+FP

Precision=

Recall: this indicates how many of the examples that the model correctly identified were
actually positive:
TP

Recall=—————
TP+F N

F1-Score: it represents the harmonic mean of the Precision and Recall metrics. It is one of
the most important metrics when the classes are unbalanced [13]:

Precision - Recall

F1-S =2
core Precision+ Recall

Why is F1-Score important?

In this experiment, F1-Score was chosen as the main evaluation metric. The reason for this
was the imbalance between classes, especially the small number of neutral classes (only 20%). In
this case, the accuracy indicator cannot be fully trusted, since it only shows the overall accuracy and
can give a false impression in unbalanced classes. On the contrary, the F1-Score metric takes into
account the balance of Precision and Recall for each class, which provides a reliable assessment
even in unbalanced cases.

Confusion Matrix.

A Confusion Matrix was created to visually show what errors the model made for each
class. This matrix allows you to clearly see in which classes the model is strong and in which it
makes mistakes. This helps to identify ways to further improve the model.

3.3. Detailed Analysis of Models

In this study, the effectiveness of three different machine learning (ML) and deep
learning (DL) models in detecting text tone was tested. Each model was tuned and evaluated based
on its own parameters. A detailed analysis of each of them is provided below.

SVM (Support Vector Machine)

Model Parameters:

1. C=1.5 - Hyperparameter selected via GridSearch, determines the level of complexity
of the model.

2. Kernel = Linear — linear kernel provided optimal separation, i.e. the data could be
separated into classes by a linear line.

Model Results:

Accuracy: 78.3% + 1.2%

This result was determined as the average value through 5 times cross-validation.

Error Analysis:

For complex, mixed-emotion sentences, such as: Yaxshi emas, lekin yomon ham emas the
model made an error in 62% of cases.

Without Named Entity Recognition technology, the accuracy of the SVM model dropped to
72%, i.e. a decrease of 6.3%. This means that place names, individuals, or organizations in context
help the model a lot.

Proof and Visualization:
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Table II. Table showing classes correctly/incorrectly classified by models

Positive Negative Neutral
Positive 450 30 20
Negative 25 270 15
Neutral 10 5 180

- 450
=400
- 350
- 300
- 250
- 200
- 150
- 100

Predicted

Fig. 2. Confusion Matrix for BERT Model

From the Confusion Matrices presented in Table II and Figure 2, it can be seen that the
SVM model tends to classify negative classes as positive or neutral.

In particular, the Recall indicator is 0.74 for the negative class, indicating that the model
does not sufficiently cover this class.

LSTM (Long Short-Term Memory)

Model Architecture:

e Embedding layer: each word is converted into a numeric expression using 300-
dimensional (300D) vectors based on FastText.

e LSTM layers: two levels — the first layer has 128 neurons, the second has 64 neurons.

e  Dropout = 0.3 —used to prevent overfitting during the learning process.

Model Results:

Accuracy: 85.1% £ 0.8%

This result shows high accuracy and stability.

Strengths:

e [t correctly classified 89% of complex and contradictory sentences such as “Tashkent
metro is convenient, but transit is problematic”.

e The LSTM model has good contextual understanding.

Limitations:

e The model performance deteriorates for texts longer than 200 words. The F1-Score
drops to 0.78, which is a 7% decrease.

¢ In long contexts, the model has difficulty preserving the missing semantic connections.
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Proof:
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Fig. 3. LSTM Training vs Validation Loss

According to the LSTM Loss Curve shown in Figure 3, the model starts overfitting after the
30th epoch. That is, while it performs well on the training set, the errors increase on the test set.

BERT (Bidirectional Encoder Representations)

Model Fine-tuning:

1. A Uzbek version of the BERT model was prepared using 10,000 Uzbek sentences to
create a model called UzBERT.

2. Special tokens were added: [LOC], [PER], [ORG]. This allowed for integration with
NER.

Model Results:

Accuracy: 90.2% + 0.5%

The highest result belongs to this model. The model works stably on short and long texts.
Contextual Strengths:

For example, in the sentence Chorsu bozoridagi do ‘konlar gimmat, the model identified
“Chorsu” with the [LOC] token and found negative sentiment towards this place with 94%
accuracy. This is due to the bidirectional context learning feature of BERT.

Importance of NER Integration [14]:

e When NER technology is disabled, the accuracy of the model drops to 83%. This
represents a 7.2% decrease.

e [t also shows that entities (place, person, organization) are very important for the model
to understand the context.
Proof:
Table III. Information
NER Accuracy (%) 70 75 80 85 90

F1-score 0.65 0.72 0.78 0.85 0.89
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Correlation between NER and F1-Score
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Fig. 4. Trend Line

Here, based on the data in Table III, the view in Figure 4 was derived. Figure 4. Shows how
the F1-Score changes with increasing NER accuracy. As can be seen from the graph, the F1-Score
of the model increases significantly when the NER accuracy reaches 85-90%, indicating a strong
correlation between entity accuracy and emotional accuracy.

Attention Allocation of the BERT Model
gimmat - 5%
do'konlar - 10%
bozoridagi - 15%

oo _______ o
crorsy ", 7o

Fig. 5. Attention map

The BERT Attention Map in Figure 5 shows that the model allocates 70% of its attention to
the [LOC] token. This confirms that entities are the focus of the model and have a significant
impact on the result.

3.4. Conclusion

This scientific work focuses on the issue of sentiment detection in Uzbek texts using Named
Entity Recognition (NER) technology. The main goal is to determine which model is most effective
in detecting positive, negative, and neutral sentiment in Uzbek texts using modern models (SVM,
LSTM, and BERT).

3.5. Key Results (Comparison of Model Results)

The BERT model, especially when used in conjunction with NER, gave the best result — that
is, the accuracy was 90.2%. This is because BERT deeply understands the context of the text and
can more accurately distinguish emotions from people, place names or organizations in the sentence
(for example, ‘Chorsu’, ‘O‘zbekiston’).

The LSTM model also achieved good results — 85.1% accuracy. This model is especially
useful for learning sentence sequences. However, it requires more data and computational
resources. Therefore, strong technical capabilities are required to run it.
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The SVM model is the simplest and fastest method, working with an accuracy of 78.3%. It
is useful for initial projects, small amounts of data and simple analysis tasks.

NER integration (i.e., identifying named objects) provided significant benefits in all models.
When working with it, the accuracy of sentiment increased by 7-10%. The model performed
particularly well in sentences that mentioned place names or cultural objects.

Practical Importance (What is the use in real life?):

The combined version of the BERT model with NER is very useful for analyzing customer
opinions, evaluating comments on social networks, or analyzing general sentiment about
companies. It can also be used for brand monitoring, advertising analysis, and monitoring opinions
about public services.

The LSTM model can be used in resource-constrained environments — for example, in
versions optimized for mobile phones, [oT devices, or web applications.

Limitations (Problems encountered in the study):

e Small data set — only 10,000 Uzbek sentences were used to train the BERT model. This
prevents the model from showing its full potential. The model will be even stronger with more and
more diverse data.

e Errors in the NER system — for example, defining the word "Humo" as a person (PER)
confused the model. These types of markup errors have had a negative impact on overall sentiment
analysis.

Future Directions (How can the research be continued?):

1. To further strengthen the Uzbek BERT model, it is necessary to create large corpora of
100,000 or more sentences, clean them, and retrain the model[15].

2. Creating a dynamic NER system — that is, a system in which the model itself
automatically learns new place names, people, or brands [16].

3. Using lightweight and fast models (e.g. TinyBERT [17] or DistilBERT [18]) to perform
high-quality sentiment analysis even on low-resource devices.

4. Enriching NER sets — enriching them with local objects specific to the Uzbek language
(e.g. historical places, brands, famous people) and giving the model more contextual
knowledge [19, 20].

This study is the first to test the integration of BERT with NER on Uzbek texts. A similar
approach has been little studied in other Turkic languages, such as Turkmen or Kazakh, and was
evaluated taking into account deep contextual connections, unlike the existing scientific base for
Uzbek (e.g., [4], [7], [15]).

The difference is that [4] and [7] only used hand-built rule systems to detect sentiment,
while [15] only recommends UzBERT as a general language model. Our study, by deeply studying
their approaches, achieved significant results by combining NER and BERT (90.2%).

The study shows that by combining NER and deep learning models, more accurate and
efficient sentiment analysis can be performed on Uzbek-language texts. Such approaches will serve
to meet the future needs of Uzbekistan in the fields of digitization, artificial intelligence, and
language technologies.
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AHaJIN3 TOHAJBHOCTH Y30€KCKHMX TeKCTOB ¢ ucnoab3oBanueM NER: cpaBuuTenb-
Hoe ucciaegopanue moaeiaeit SVM, LSTM u BERT

B. P. Caunos', B. b. bapaxuun'?

"HoBocuOMpCKUii HALIMOHATIBHBIN CCIEN0BATENBCKUN TOCYIapPCTBEHHBIN YHUBEPCUTET
*MDenepalbHBIA HCCIIEN0BATENLCKUN HEHTP MHPOPMALIMOHHBIX M BHIYMCIMTENBHBIX TEXHOIOTUH

Annomayus: B 1aHHOU cTaThe MPOBOJUTCS CPAaBHUTEIBHBIH aHAIN3 METOJ0B MAIIMHHOTO 00y -
gyenus (SVM), riay6okoro ooyuenust (LSTM) u tpanchopmepubsix mozeneit (BERT) mis xiac-
cuuKaui TOHATFHOCTH Y30€KCKHX TEKCTOB C HCIIOJF30BAaHHEM PACIIO3HABAHUS MMEHOBAH -
Hbix cymuocteit (NER). MccnenoBanue HampaBieHO Ha pelieHne MpoOIeMbl TOYHOTO OIPEE -
JICHHSI SMOIIMOHAIILHOW OKPAacKH B MOP(OJIOTHYECKU CIOXKHBIX SI3bIKAX C OrpaHHYCHHBIMU pe-
cypcamu, Ha TIpUMepe y30EKCKOTO — TIOPKCKOTO S3bIKa C arrIIOTUHATHBHOW CTPYKTYpou. Jlis
9KCIEPUMEHTOB HCIoNb30BaH AaraceT u3 10 000 momp30BaTeNbCKUX KOMMEHTapUEB W3 COIH -
aJbHBIX CETEH, aHHOTUPOBAaHHBIX BPYUYHYIO (TOHAJIBLHOCTh: TOJOXHUTEIbHAS, OTPHIIATEIIbHAS,
HeliTpanbHas) u aBromatndecku (NER uwepes CRF-monens s uaeHTHGUKAIINE OpEHIOB, JIO-
Karnuii 1 myonmmaHeIx Jmi). MaTterparus NER mo3Bosmia yCcTpaHUTh KOHTEKCTYaIbHBIC HEOTHO -
3HAYHOCTH, HANpUMeEp, pasrpaHudeHue npepiokennii: «Odoxato uctoputo Camapkannay (mo-
JIOXKUTENBHBIA OTTeHOK) U «lIpoOkm B CamapkaHie HEBBIHOCHMBD» (OTpHIATENBHEIH). Pe-
3ynbTaThl mokazanu, uto BERT, mooOydeHHBIH Ha y30€KCKHX TEKCTaX, AOCTHT HaWBBHICIIEH
touHoctu (90.2%) OGmaromaps KOHTEKCTyaTU3WPOBAaHHBIM dMOEIIMHTaM, CBS3bIBAIOIINM CYIII-
HOCTH ¢ TOHaNBHOCThIO. LSTM mpoaeMoHCTpupoBal KOHKYPEHTOCIOCOOHYIO TOYHOCTD
(85.1%) B aHanm3e MoOCiIeq0BATEIHLHOCTEH, HO TpeOOBa OOJBIINX 00BEMOB MaHHBIX. SVM, He-
CMOTpSI Ha BBIYHCIUTENBHYIO 3((EeKTUBHOCTD, MOKa3al CKpoMHBIE pe3ynbsTarhl (78.3%) u3-3a
HECTIOCOOHOCTH YYMTHIBATh JIMHTBHCTHYECKHE HIOAHCHL lccienoBaHue MOJUYEpKHBAET Bax-
HocTh NER 1111 HU3KOpECypCHBIX SI3BIKOB B YCTPAHEHHH HEOJHO3HAYHOCTH U MPEiaraeT peKo-
MeHmaruu 1o BHeapennto BERT B mpukimanasie 3amadn (HanmpuMep, aHaIu3 oT3hIBOB). O0Cy-
KIAIOTCS OTPaHUYCHHUsI, BKIIFOUasi HEJOCTATOK JIaHHBIX W BBICOKHE BBIYMCIIHMTENBHBIC 3aTPaThI,
YTO ONpEAesIeT HAPaBIeHMs OyayIIUX UCCIACIOBAHMIA IS ONTHMH3AINY MOJIEIIEH Mo y30eK-
CKUH SI3BIK.

HccnenoBanue BBIMOIHEHO B paMKaX rOCYJapCTBEHHOIO 3adaHusi MUHUCTEPCTBA HAYKH U BBIC-
mero oopaszoBanus Poccuiickoit @eneparyu st OenepanbHOTO HAYYHO-HCCIEI0BATEIBCKOTO
IIeHTpa HHPOPMAITHOHHBIX W BEIIUCIUTEIBLHBIX TEXHOIOTHIA.

Kniouesvie cnosa: ananus TOHaJIBLHOCTH, paclio3HaBaHNE MMeHOBaHHBIX cymHocTei (NER), y3-
oexckuit 361k, BERT, HU3KOpecypcHas 00paboTka ecTeCTBEHHOTO S3bIKA.

Jlns yumuposanusi: Cannos b. P., bapaxaun B. b. AHanu3 TOHaNBHOCTH y30€KCKUX TEKCTOB C
ucnonsr3zoBanreM NER: cpaBauTensHOe uccienosanne mojeneir SVM, LSTM u BERT // Bect-
ik Cubl'YTHU. 2025. T. 19, Ne 4. C. 1-16. https://doi.org/10.55648/1998-6920-
2025-19-4-3-16.
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